**Arxiv 2403.05384**

文章提出了一个使用生成对抗网络(GAN)来合成带标签的3D超声心动图图像的数据增广流程。主要内容包括:

1. 作者训练了一个3D Pix2pix GAN模型,用于从CT解剖标签合成3D超声心动图图像。将心脏的详细解剖分割结果作为标签源,与真实的3D超声图像配对,用于训练GAN。这有助于解决公开可用的带标签3D超声数据集缺乏的问题。

2. 对合成的3D超声图像进行后处理,包括小波去噪以消除棋盘状伪影,以及修整超声锥形以平滑边缘。这使得合成图像看起来更加逼真。

3. 使用合成的3D超声数据集来训练分割模型,以勾画左心室(LV)、左心房(LA)和心肌(MYO)。结果表明,使用合成数据集训练的模型能够在真实图像上实现较高的分割性能。

4. 另外,将合成数据与真实3D超声图像混合,创建了增广的训练数据集。使用增广数据集训练的模型性能优于只使用真实数据训练的模型,表明GAN生成的合成数据可以作为数据增广的有效手段。

**Arxiv 2403.04**

Generating Synthetic Echocardiography Images with an Adversarial Denoising Diffusion Model

1. 结合了去噪扩散模型(DDM)和生成对抗网络(GAN)的对抗扩散模型,用于合成超声心动图图像。
2. 训练过程中使用心脏解剖掩模来引导去噪过程,使合成图像保留相关的解剖结构信息。这有助于解决带标签的超声心动图数据集缺乏的问题。
3. 使用该方法,作者对多个来自不同领域的超声心动图数据集执行了图像领域迁移,生成了特征类似于训练数据集的合成数据集。

**Arxiv 2310.07**

利用扩散模型从单个语义分割图生成超声心动图视频。主要贡献和要点如下:

1. 作者首次尝试使用条件去噪扩散概率模型(DDPM),从心脏舒张末期(ED)帧的语义标签图合成超声心动图视频。这解决了在帧标注有限的情况下生成连贯准确的超声心动图序列的挑战。
2. 他们引入了一种新的网络结构,在去噪过程中将空间自适应归一化(SPADE)纳入多尺度解码器,以有效地注入语义指导。这使得模型能够生成具有改进解剖结构的逼真超声序列。
3. 在CAMUS数据集上进行的实验表明,该模型在Fréchet Inception Distance(FID)、Fréchet Video Distance(FVD)和结构相似性指数(SSIM)方面优于标准扩散技术和级联架构。
4. 与基线方法相比,生成的视频具有更高的视觉保真度、更清晰的边缘和更逼真的斑点运动。SPADE的使用提高了生成视频与输入分割图之间的一致性。
5. 作者还讨论了他们方法的局限性,并提出了未来的研究方向,例如在捕捉不同心动周期阶段的更长、更高分辨率的视频上进行训练,并进行人工评估以评价生成视频的质量。

**Arxiv 2305.01997**

引入了一个新的私有数据集CARDINAL，包含心尖二腔和心尖四腔序列的完整心动周期参考分割，并展示了所提出的3D nnU-Net在性能上超越了其他2D和循环分割方法。此外，研究还发现，在CARDINAL数据集上训练的最佳模型在CAMUS数据集上未经微调测试时，仍能与先前的方法竞争。实验结果表明，通过充分的训练数据，3D nnU-Net可能成为第一个满足日常临床设备标准的自动化工具。

研究的主要贡献包括：

研究了基于常见时间数据处理技术的两种通用架构在2D超声心动图序列上的性能，并与当前的最先进方法进行了比较。

提出了一个新的私有数据集CARDINAL，并报告了仅在CARDINAL上训练方法并在CAMUS上测试的性能影响。

3D nnU-Net的架构基于流行的U-Net模型，但它进行了扩展以处理三维数据。U-Net原本是一个用于二维图像分割的网络，以其对称的U形结构和跳跃连接（skip connections）而闻名，这些连接有助于在图像分割过程中保留空间信息。3D版本的nnU-Net在U-Net的基础上增加了对时间维度的处理能力，使其能够处理连续的图像序列，例如超声心动图视频中的帧。

**Exploiting temporal information in echocardiography for improved image segmentation （2022）**

在超声心动图（echocardiography）图像分割中利用时间信息来提高分割的准确性。超声心动图是一种评估心脏功能的重要临床诊断方法，其基于评估连续帧组成的cineloops，时间信息对于诊断非常关键。然而，在基于深度学习的图像分析中，时间信息很少被充分利用，主要是因为需要大量的手动注释工作。

研究者们通过以下步骤来实现对时间信息的利用：

1. 数据集和材料：研究使用了174个心脏超声记录，包括A2C、A3C和A4C视图，这些记录来自挪威的一项健康研究（HUNT4）。每个记录的7帧被临床专家注释，包括舒张末期（ED）、收缩末期（ES）等关键帧。
2. 网络架构：研究者们选择了轻量级的U-Net作为基础网络，并引入了convLSTM层来捕捉时空相关性，以提高分割的时间一致性。
3. 半监督学习 - 伪标签：通过使用有限的手动注释训练网络生成伪标签，然后用这些伪标签来训练更新的模型。这种方法的优势在于，神经网络可以比标准后处理更快地创建分割，允许在临床上实时估计体积。
4. 后处理：为了获得更准确的伪标签，对注释的图像序列进行了后处理，以最小化大的分割错误。使用相邻帧之间的Dice系数作为检测异常帧的标准。
5. 模型比较：研究者们比较了四种不同的训练策略，包括仅使用ED和ES帧训练的基线U-Net、使用伪标签训练的模型、使用ED、ES帧和额外4个手动注释训练的模型，以及结合伪标签和在编码器中加入convLSTM层的U-Net。

研究结果表明，与仅在ES/ED帧上训练的基线U-Net相比，添加针对典型问题时间点（如瓣膜开放）的额外注释显著减少了异常值，并提高了左心房和左心室的平均Dice分数。伪标签的全自动生成利用了所有帧，减少了异常值，并将Dice分数提高到与额外手动注释相同的水平。此外，这种方法还使得时空网络的训练成为可能。在编码器的每个层级添加convLSTM层提供了最佳结果，具有更高的平均Dice分数和更小的Hausdorff距离。